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Thank you to all Contributors/Supporters:

A Colleagues:

A Prof Francisco Chinesta, Dr Fatima Daim, Dr Nicolas Hascoét, Dr Morgan Cameron, Dr Fouad
el-Khaldi, OpenFOAM Team (UK, Germany, India), and several more colleagues.

A Partners:
A Renault, Gestamp, ENSAM, Swansea University, PRACE, TeraTec, EPT4HPC, . é.

A Projects:
A Upscale (EU), VentESI (Innovate UK),

A Others:
A Prof Simon MclIntosh-Smith (University of Bristol)
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Outline
A Recalling some of my own experience with HPC..!
A Why, and how, I had to | earn about HPC (as researcher/ devel oper
AESI 6s profile, and examples from its jour:
A Milestones and 6classical examplesd of single/multi domain si mu

A The fAExsascal e -i@paoteptialimpacg? er a o

A Recent challenges/opportunities for the Partnership (CAE & HPC)
A The increasi ngswesimmeahrtithedof carndii t o cover the entire Product Perf or me

A The eruption of ML/AIl applications across engineering, and the new paradigm for CAE (Digital/Hybrid Twin)
A The fAHybrid Twinsd eawred mreodlolyGumpingand Edge Computing

AAdapting the approach/ activities of E&T t

A Recalling the different demands for E&T amongst: developers, researchers, and industry users (past, present, and future!)
A AUnqualifiedd i mpression about current status of E&T for HPC. .|
A'The case for AE&T Triangleo: Algorithms, Hardwar/ Software, and

A Concluding remarks i (in relation to E&T and this workshop)
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Some of my own PhD work!
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esi -group.com PhD at Swansea Uni,1996 -2000
What, and how. | had to learn about HPC/MPI mawa; MPI - Structure

SIMD Algorithm _
Derive a set of similar sub-tasks, ] M PI .I- Key Fu nCtlonS int xnain(x:r-\t-, argc, char stargv){

identify data associated with each.

/+ No MPT function must be called before here */

PVM3.3 MPICH1.0.13 | Main job of the subroutine ,
IConvert data, global/locall - » - - . MPI_Init(Rargc, &argv);
pvm_mytid MPIInit Start a message passing session MPI_Barrier (MPT_Comm MPI_COMM_WORLD);
pvm_exit MPI Finalize | Stop the message passing session e e
Manager pvm_parent | MPI_Comm rank | Determine the process identifier MPT_Comm_size (MPI_Comn MPI_COMM_WORLD, int &num_procs);
pvm_psend MPI_Send Send a message -
/ T pvm_precv MPI_Recv Receive a message /% Start of the dominating parallel processing work #/
Synghrcmise executing tl{gbsub-tzsks on Wo:rf:kers. pvm_pack .\‘IPI_.PH(:k Incrementally add data to a buffer S VL NI S0 -
ga message pasying llbrary fanctions: tor pvm_unpack MPI_Unpack Receive data from a buffer | | | ...
communication and data transfer MPI_Pack(...... ); MPI_Send(...... i

MPI_Recv(...... ¥ MPI.Unpack(.....j);
Table B.1: Basic message passing subroutines in PVM and MPI, C language binding. . )
@ @ @ /* End of the dominating parallel processing work #*/
* MPI_F!:.I-\a-liZG();

/# No MPI function must be called after here #*/

Using the same program and operating, independently,

on different sets of data (with a local access) }
T T .
1200 3 4 T macros and
2500 Best time for each grid —+— int, Argus
22E+6 -o—
4 8E+6 -+
78E+6 -@-- 1000
2000 | o e
i 394E+6 -% -
61.1E+6 ~o-- 800
854E+6 -+~
~ 1500 i 114.2E+6 - =
3 ‘ € oo »
Yo Q
E E
= 1000 HTH
114 Million Tetrahedral elements o //‘
w0 I Less 20 minutes T using 8 CPUs, 7
> . 0
SGI/Onyx2 with 16GB RAM e
0 0
8632 64 128 256 512 0 2e+07 4e+07 6e+07 8e+07 1e+08 1.2e+08
Number of Sub-domains, Processors Number of Tetrahedra

(1)
Copyright © ESI Group, zuzu:- AT TIgITS TESETVEU. 5




esi -group.com

PhD at Swansea Uni,1996

Links to CFD and CEM applications

PhD — Unstructured Parallel Grid Generation
Geometrical Partitioning Approach — Message Passing Library
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Large scale meshes ready for
CFD/CEM Parallel Simulations

Independent surface/volume
mesh generation of internal
boundary/sub-domains

B vonoqer | [ Vorker| [ Wi G| [ ] Fart g [

Dynamic Parallel processing,
optimum use of available —»

resources and high scalability
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A Credible Partner for Digital Transformation
Our Mission: - = Our Vision:

Enable Industry to Commit Toward zero real tests
to Outcomes Zero real prototypes
Zero downtime

20

Countries

47

Years in
Business

19

R&D
Centers

1200

Employees

Aerospace 12%

Services
Industry 11% 21%

Energy 6%

, Licenses
Automotive 0 79%
59% r12% 0

Geography Activity
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Mooreos Law and scalabil ity with gveg W
VW Polo 5,555 shells
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Mooreos Law and scalabil ity with g\Fee(x)r%béq
TGV with 485,000 shells

10 Year 2004

10+ :
10 o Car-to-car with 9,000,000 shells
Optimistic Moore:

10 Y = 1.5 Years
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100
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Pessimistic Moore:
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