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Operacijo	  delno	  financira	  Evropska	  unija	  in	  sicer	  iz	  Evropskega	  sklada	  za	  
regionalni	  razvoj.	  Operacija	  se	  izvaja	  v	  okviru	  Opera7vnega	  programa	  krepitve	  
regionalnih	  razvojnih	  potencialov	  za	  obdobje	  2007-‐2013,	  1.	  razvojne	  
prioritete:	  Konkurenčnost	  podje7j	  in	  raziskovalna	  odličnost,	  prednostne	  
usmeritve	  1.1:	  Izboljšanje	  konkurenčnih	  sposobnos7	  podje7j	  in	  raziskovalna	  
odličnost.	  
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•  Force field	

•  Elements of Molecular dynamics 	

      (initial condition, integration of equations of motion, 	

       long range electrostatics, boundary condition)	

•  NMR and X-ray refinement	

•  How to perform MD in practice using GROMACS	

•  Simulation of enzyme reactions	

•  Perspectives	




Textbooks	  say	  that	  all	  	  hydrated	  proteins	  represent	  	  	  
soK	  condensed	  maLer.	  What	  does	  it	  mean:	  	  

One	  single	  geometry	  of	  several	  water	  molecules	  	  
can	  not	  describe	  aqueous	  solu7on	  !	  
	  
	  

Several	  milions	  of	  configura7on	  are	  within	  kBT	  =0.59	  kcal/mol	  
per	  degree	  of	  freedom	  	  at	  room	  temperature.	  The	  idea	  of	  	  
thermal	  averaging	  is	  to	  	  search	  the	  phase	  space	  numerically	  	  
and	  to	  calculate	  ensemble	  averages	  and	  dynamic	  quan77es.	  



Energy minimization vs. thermal averaging 
(energy minimization==geometry optimization) 
 
Energy minization means that we are looking  
for such configuration of the nuclei that the force is zero and energy  
minimal.   
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Thermal averaging means that we are  
(smartly) exploring relevant configurations.   
	  



Molecular dynamics means numerical solving equations of  
motion for the nuclei (particles) 

Lecture 10 -
The Molecular

Dynamics
method

Newtonian
dynamics

MD Potentials

MD
Applications

Summary

Newton Equations

Newton equations of motion:

mi
d2ri (t)

dt2
= Fi = �⇥V

Can be solved analytically for some potentials V (eg.
harmonic potential).

Arbitrary potential require a numerical trajectory
integration.

Few algorithms are in practical use. Accurate integrators of ordinary  
differental equations like  Runge-Kutta 4-th order  are not practical 
Leapfrog algorithm: 
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Summary

Leapfrog Algorithm

Verlet does not use momentum explicitly: no means to
adjust the kinetic energy/temperature.

Leapfrog algorithm:

r(t + �t) = r(t) + v(t +
1

2
�t)�t

v(t +
1

2
�t) = v(t � 1

2
�t) + a(t)�t

Forces computed only at integer times (not between
steps).

Ignores third-order terms in the Taylor expansions –
decreased stability.



Car Parrinello  
simulation is solving classical equations of motion for 
ab initio potential calculated on the DFT level. In order to avoid 
SCF calculations at each time step coefficients of the basis functions 
are carried with using the arbitrary small mass value for the electrons.  
Traditionally plane wave basis set is used. 

Roberto Car and Michele Parrinello	  



Force field is a simple (empirical) description of the energy terms	

that can be calculated fast and several times for large systems	

in order to save computer time.	




Simulation of Proteins and Nucleic Acids 

model. Furthermore, the conformational dependence of N- 
methylacetamide ( M A )  is better represented with an ESP-fit 

Finally, the requirement of Monte Carlo calculations 
on requisite liquids including appropriate fragments makes it 
more problematic to make an empirical charge model that will 
cover most or all of chemicalhiochemical functionality. 

Given the above-mentioned deficiencies in the standard ESP 
model, along with the desire to retain the general strategy of 
fitting charges to the electrostatic potential, Bayly et were 
motivated to develop the RESP (restrained ESP-fit) charge 
model. The RESP model still involves a least-squares fit of 
the charges to the electrostatic potential, but with the addition 
of hyperbolic restraints on charges on non-hydrogen atoms. 
These restraints serve to reduce the charges on atoms which 
can be reduced without impacting the fit, such as buried carbons. 
The final RESP model requires a two-stage fit, with the second 
stage needed to fit methyl groups which require equivalent 
charges on hydrogen atoms which are not equivalent by 
molecular symmetry. The new charge model has been shown 
to perform well at reproducing interaction energies and free 
energies of solvation. When used with a 1-4 electrostatic scale 
factor of U1.2 (as opposed to the scale factor of 1/2 employed 
by Weiner et al.), both the RESP (and standard ESP) charges 
also result in good conformational energies for many of the small 
molecules studied to date without the necessity for an elaborate 
dihedral potential.20 

In addition to the new charges which have been tailored for 
condensed phase simulations, new van der Waals (VDW) 
parameters have also been adopted and developed which are 
optimized for reproducing liquid properties. The VDW param- 
eters in the Weiner et al.5.6 force field are primarily a 
modification of a set originally proposed by Hagler-Euler- 
Lifs01-1,~~ which were fit to lattice energies and crystal structures 
of amides. The new VDW parameters for aliphatic and aromatic 
hydrogens take into account the effects of any vicinal elec- 
tronegative  atom^.^^.^^ 

High-level quantum mechanical data are now available on 
the conformational energies of the glycyl and alanyl dipeptides28 
and these data are critical for developing 4 and q dihedral 
parameters for the peptide backbone. Because such high-level 
data were unavailable at the time the Weiner et al. force field 
was developed, torsional parameters for the 4 and q angles were 
left as 0.0 kcdmol  since the resulting molecular mechanical 
energies seemed to be in reasonable agreement with the best 
theoretical data available at that time. That force field led to 
conformational energies for glycyl dipeptide where the C5 
extended conformation was about 1 kcdmol too high in energy 
and for alanyl dipeptide where the C5 conformation was nearly 
2 kcal/mol too high in energy but the C7ax conformation was 
about 1 kcal/mol too low in energy. The error in the alanyl 
dipeptide C7,, energy is not critical since it is rarely found in 
proteins29 (only in y-turns), but the errors in the energies of the 
C5 conformations are more important since that is the confor- 
mation found in P-sheets. Any errors in the energies of the C5 
conformations are multiplied by the length of the secondary 
structure. The new force field includes VI, V2, V3, and V4 
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dihedral parameters for 4 and q which result in good agreement 
between the molecular mechanical and quantum mechanical 
energies of the dipeptides. 

Finally, the benzene molecule as modeled by the Weiner et 
al. all-atom force field has been shown to possess excessive 
flexibility for out-of-plane  distortion^.^^ This was caused by 
the use of the V2 potential derived for the united atom model. 
This underestimate of the benzene V2 parameter is noteworthy, 
because it affects not only the flexibility of benzene and 
benzene-like moieties but also the interpolation scheme used 
for determining the VZ barriers for X-C-N-X and X-C- 
C-X dihedrals in conjugated rings. These V2 parameters are 
determined by interpolating according to the bond length either 
between a pure single bond and a partial double bond (benzene) 
or between a partial double bond and a pure double bond. The 
excessive out-of-plane motion of benzene has been easily fixed 
by adjusting the V2 parameter from 5.5 to 14.5 kcaVmol to match 
the experimental normal mode frequencies. 

(24) Cieplak, P.; Kollman, P. A. J. Comput. Chem. 1991, 12, 1232- 
1236. 

(25) Hagler, A,; Euler, E.; Lifson, S. J. Am. Chem. Soc. 1974,96,5319- 
5327. 

(26) Gough, C.; DeBolt, S.; Kollman, P. A. J. Compur. Chem. 1992, 13, 
963-970. 

(27) Veenstra, D.; Ferguson, D.; Kollman, P. A. J. Compur. Chem. 1992, 
13, 97 1-978. 

(28) (a) Gould, I. R.; Kollman, P. A. J. Phys. Chem. 1992, 96, 9255- 
9258. (b) Gould, I. R.; Comell, W. D.; Hillier, I. H. J.  Am. Chem. Soc. 
1994, 116, 9250-9256. 

(29) Creighton, T. E. Proreins, 2nd. ed.; W. H. Freeman: New York, 
1984. 

General Description of the Model 

The model presented here (eq 1) can be described as 
“minimalist” in its functional form, with the bond and angles 
represented by a simple diagonal harmonic expression, the VDW 
interaction represented by a 6- 12 potential, electrostatic interac- 
tions modeled by a Coulombic interaction of atom-centered point 
charges, and dihedral energies represented (in most cases) with 
a simple set of parameters, often only specified by the two 
central atoms. Electrostatic and van der Waals interactions are 
only calculated between atoms in different molecules or for 
atoms in the same molecule separated by at least three bonds. 
Those non-bonded interactions separated by exactly three bonds 
(“1-4 interactions”) are reduced by the application of a scale 
factor. 

bonds angles 

Our assumption is that such a simple representation of bond 
and angle energies is adequate for modeling most unstrained 
systems. The goal of this force field is to accurately model 
conformational energies and intermolecular interactions involv- 
ing proteins, nucleic acids, and other molecules with related 
functional groups which are of interest in organic and biological 
chemistry. 

A. Atom Types. The atom types employed are similar to 
those defined previously and are given in Table 1. The one 
significant departure is the definition of new atom types for 
hydrogens bonded to carbons which are themselves bonded to 
one or more electronegative atoms. This is similar in spirit to 
the electronegativity based bond length correction used in MM2 
and MM3. 

B. Bond and Angle Parameters. The req, e,,, K,, and Ke 
values5s6 were used as starting values and adjusted as necessary 
to reproduce experimental normal mode frequencies. These 
values were initially derived by fitting to structural and 
vibrational frequency data on small molecular fragments that 
make up proteins and nucleic acids. For example, in complex 
fragments such as the nucleic acid bases, the req and e,, values 
have been taken from X-ray structural data, the Kr values 

(30) Lipkowitz, K. B.; Peterson, M. A. J. Compur. Chem. 1993.14, 121- 
125. 
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A Second Generation Force Field for the Simulation of 
Proteins, Nucleic Acids, and Organic Molecules 
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Abstract: We present the derivation of a new molecular mechanical force field for simulating the structures, 
conformational energies, and interaction energies of proteins, nucleic acids, and many related organic molecules in 
condensed phases. This effective two-body force field is the successor to the Weiner et al. force field and was 
developed with some of the same philosophies, such as the use of a simple diagonal potential function and electrostatic 
potential fit atom centered charges. The need for a 10-12 function for representing hydrogen bonds is no longer 
necessary due to the improved performance of the new charge model and new van der Waals parameters. These 
new charges are determined using a 6-31G* basis set and restrained electrostatic potential (RESP) fitting and have 
been shown to reproduce interaction energies, free energies of solvation, and conformational energies of simple 
small molecules to a good degree of accuracy. Furthermore, the new RESP charges exhibit less variability as a 
function of the molecular conformation used in the charge determination. The new van der Waals parameters have 
been derived from liquid simulations and include hydrogen parameters which take into account the effects of any 
geminal electronegative atoms. The bonded parameters developed by Weiner et al. were modified as necessary to 
reproduce experimental vibrational frequencies and structures. Most of the simple dihedral parameters have been 
retained from Weiner et al., but a complex set of 4 and yj parameters which do a good job of reproducing the 
energies of the low-energy conformations of glycyl and alanyl dipeptides has been developed for the peptide backbone. 

Introduction 
The application of computer-based models using analytical 

potential energy functions within the framework of classical 
mechanics has proven to be an increasingly powerful tool for 
studying molecules of biochemical and organic chemical 
interest. These applications of molecular mechanics have 
employed energy minimization, molecular dynamics, and Monte 
Carlo methods to move on the analytical potential energy 
surfaces. Such methods have been used to study a wide variety 
of phenomena, including intrinsic strain of organic molecules, 
structure and dynamics of simple and complex liquids, ther- 
modynamics of ligand binding to proteins, and conformational 
transitions in nucleic acids. In principle, they are capable of 
giving insight into the entire spectrum of non-covalent interac- 
tions between molecules, and, when combined with quantum 
mechanical electronic structure calculations, modeling covalent 
bonding changes, essentially all molecular reactions and interac- 
tions. Given their importance, much effort has gone into 
consideration of both the functional form and the parameters 
that must be established in order to apply such analytical 
potential energy functions (or “force fields”). 
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In the area of organic molecules, the book by Allinger and 
Burkert’ provides a thorough review pre-1982 and the subse- 
quent further development of the MM2* and MM33 force fields 
by Allinger and co-workers has dominated the landscape in this 
area. The number of force fields developed for application to 
biologically interesting molecules is considerably greater, prob- 
ably because of the greater complexity of the interactions which 
involve ionic and polar groups in aqueous solution and the 
difficulty of finding an unequivocal test set to evaluate such 
force fields. Many of these force fields developed prior to 1987 
are described briefly by McCammon and Harvey.4 

Given the complexities and subjective decisions inherent in 
such biological force fields, we have attempted to put the 
development of the force field parameters on a more explicitly 
stated algorithmic basis than done previously, so that the force 
field could be extended by ourselves and others to molecules 
and functional groups not considered in the initial development. 
This is important, because, if the assumptions, approximations, 
and inevitable imperfections in a force field are at least known, 
one can strive for some cancellation of errors. 

Approximately a decade ago, Weiner et al.596 developed a 
force field for proteins and nucleic acids which has been widely 

(1) Burke& U.; Allinger, N. J. Molecular Mechanics; American Chemical 
Society: Washington, DC, 1982. 

(2)Allinger, N. L. J. Am. Chem. SOC. 1977, 99, 8127-8134 and 
subsequent versions, e.g. MM2-87, MM2-89, MM2-91. 

(3) Allinger, N. L.; Yuh, Y. H.; Lii, J.-H. J. Am. Chem. SOC. 1989,ll I ,  

(4) McCammon, J. A.; Harvey, S .  C. Dynamics of Proteins and Nucleic 
Acids; Cambridge University Press: Cambridge, 1987. 

( 5 )  Weiner, S. J.; Kollman, P. A,; Case, D. A,; Singh, U. C.; Ghio, C.; 
Alagona, G.; Profeta, S., Jr.; Weiner, P. J. Am. Chem. SOC. 1984,106, 765- 
784. 

(6) Weiner, S. J.; Kollman, P. A.; Nguyen, D. T.; Case, D. A. J. Comp. 
Chem. 1986, 7, 230-252. 

8551 -8566, 8566-8576, 8576-8582. 
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Func7onal	  form	  of	  a	  typical	  nonpolarizable	  force	  field	  









Warning! 
Integration of classical equations of motion is at room temperature  
strictly valid only for frequencies below 200 cm-1. 
 
What is the applied time step: 
Recipe: 1/10 -1/40 of the period of the fastest periodic motion. 
In hydrated protein  the fastest motion is NH stretching corresponding 
to 3400 cm-1=10 fs 
1 fs = 1.10-15 s 
 
One can freeze fast motions by applications of holonomic constraints 
such as SHAKE:  Ryckaert, J-P; Ciccotti G, Berendsen HJC (1977).  
Journal of Computational Physics 23, 327 
or RATTLE: H.C. Andersen, (1983) J. Comp. Phys. 52,24-34 
 
 



How	  long	  real	  7me	  we	  can	  simulate?	  	  
	  
	  
	  
	  
	  

	  
	  

Figure	  from	  	  hLp://www.pasteur.edu.uy/sites/ipmont/files/MD.pdf	  

	  



Temperature control 
 
Temperature has something to do with kinetic energy 
 
All thermostats scale the atomic velocities in this or that way 
 
Berendsen thermostat: 
 
Berendsen, H. J. C.; Postma, J. P. M.; van Gunsteren, W. F.; DiNola, A.; Haak, J. R. (1984).  
"Molecular-Dynamics with Coupling to an External Bath".  
Journal of Chemical Physics 81 (8): 3684–3690 
 
Beware of frozen ball syndrome when simulating dry proteins. 



Molecular dynamics of an isolated protein is easy but is 
not a realistic system for molecular biology. 
 
We need to add water molecules and (counter)ions 
 

water molecules will  
slowly evaporate during 
the simulation 



Surface constrained solvent along 
with  proper treatment of dielectric 
properties at the boundary: 
Warshel’s school 

Periodic boundary condition.  
 
The only long range interaction is electrostatics. 
We can set it to zero for Cutoff distance   
(Cutoff< BOX/2) 
Or we consider all the images 
(Ewald summation, numerical implementation is 
PME Particle Mesh Ewald) 



Warning ! 
Treatment of long range electrostatics  
is integral part of the force field.  
 
	  



Structure refinement by molecular simulation 
 
The basic is idea is inclusion of the experimental data 
into the force field. Typically harmonic form is used. 
 
Nuclear Overhauser Effect connectivities of  NMR  
coupling constants. 	  

NOE=	  3-‐6A	  

J

For X-ray refinement  harmonic position restraints are used. 
The applied force constants depend on the B factors. 	  
	  



Calculations of free energy differences	

 	

(required to estimate binding affinities and chemical reacitvity)	

need special approaches. In general they can not be calculated from a long	

trajectory.	

	

Methods of choice are thermodynamic integration and thermodynamic	

perturbation.	

	

	

The basic idea is that one makes potential dependent on the coupling parameter	

λ that couples these two thermodynamic states. Alchemic changes are possible.	


λ=0	   λ=1	  

Ne	   Na+	  

ΔG = ΔGhydr(Na+) - ΔGhydr(Ne)  	




Beware of Born correction that originates from	

solvent contribution beyond spherical cutoff Rcutoff	


λ=0	   λ=1	  

Ne	   Na+	  

ΔG = ΔGhydr(Na+) - ΔGhydr(Ne)  	


ΔGcorr = - ½ 332 q2 /Rcutoff  (1-1/ε)	




	  
Preparing	  and	  running	  a	  	  

Molecular	  Dynamics	  Simula7on	  

Protein	  Molecular	  Dynamics	  in	  Prac7ce	  



Protein	  MD	  in	  prac7ce	  
SoKware	  

What	  do	  we	  want	  ?	  
-‐  Speed	  
-‐  Good	  documenta7on	  and	  helpful	  community	  
-‐  Lots	  of	  features	  (the	  useful	  ones)	  
-‐  Ease	  of	  use	  	  
-‐  Preferably	  cheap	  or	  freeware	  
-‐  GPU	  support	  	  

Free	  
GROMACS	  	  	  -‐	  faster	  on	  single	  CPU	  machines,	  open-‐source,	  most	  force	  fields	  
included,	  good	  documenta7on,	  GPU	  support,	  good	  paralleliza7on	  
NAMD	  	  -‐	  	  VMD	  integra7on,	  faster	  on	  large	  systems	  (100	  cores	  with	  low	  
latency	  network),	  	  closed-‐source,	  most	  FF,	  GPU	  support,	  very	  good	  paralleliza7on	  
Tinker,	  Abalone,	  Adun,	  Cosmos,	  Desmond	  

Not	  free	  
GROMOS,	  CHARMM,	  AMBER,	  TerraChem,	  	  
Discovery	  Studio	  (expensive!)	  

David van der Spoel, 	

Uppsala University,	

the original GROMACS developer	


Wilfred van Gunesteren, 	

ETH Zuerich,	

the original GROMOS 
developer	




Protein	  MD	  in	  prac7ce	  

Hardware	  and	  $	  
	  
A	  single	  1000€	  PC	  with	  a	  dedicated	  GPU:	  
CPU:	  Intel	  I7	  2600	   	   	  ca.	  300	  €	  
GPU:	  Geforce	  GTX	  660	  TI 	  ca.	  250	  €	  
RAM:	  16	  GB 	   	   	  ca.	  150	  €	  	  
Performance	  on	  a	  3000	  atom	  system:	  
No	  GPU:	   	  170	  ns/day	  
With	  GPU:	   	  380	  ns/day	  

	   	  	   	  	  
GPUs	  are	  the	  future	  
	  
	  



Protein	  MD	  in	  prac7ce	  

THE	  WORKFLOW	  
	  
	  
	  

TOPOLOGY	  
	  

ENERGY	  MINIMIZATION	  
	  

EQUILIBRATION	  
	  

PRODUCTION	  MD	  
	  

ANALYSIS	  



Protein	  MD	  in	  prac7ce	  

ENERGY	  MINIMIZATION	  
	  

	  
Prior	  the	  simula7on	  we	  remove	  poten7al	  
energy.	  
	  
Usually,	  the	  algorithm	  employed	  	  
is	  the	  steepest	  descents	  	  
minimizer.	  
	  
	  
	  
	  

	  	  



Protein	  MD	  in	  prac7ce	  

EQUILIBRATION	  
	  
The	  hydrated	  protein	  needs	  to	  be	  thermalized.	  
	  
Equilibra1on	  1me	  of	  100	  ps	  a	  good	  value	  for	  hydrated	  protein.	  
The	  temperature	  is	  held	  at	  the	  	  
desired	  value	  of	  300	  K	  by	  using	  	  	  
a	  thermostat.	  	  
	  
	  



Protein	  MD	  in	  prac7ce	  

PRODUCTION	  MD	  
	  
	  
	  
	  
	  

Con7nue	  from	  NVT	  equilibrated	  	  
configura7on.	  

	  
Change	  the	  simula7on	  length.	  

	  
Run	  MD.	  

	  
Get	  some	  coffee…	  

	  
	  
	  



Protein	  MD	  in	  prac7ce	  

MyD88	  TIR	  domain	  

	  
	  
Some	  point	  muta7ons	  in	  MyD88	  TIR	  domain	  are	  responsible	  for	  
cancerous	  cell	  survival.	  	  	  
	  
	  
	  
	  
Together	  with	  Laboratory	  for	  Biotechnology@NIC	  (Roman	  Jerala	  
and	  Monika	  Avbelj)	  we	  are	  studying	  the	  possible	  causes	  for	  the	  
ac1vity	  of	  these	  mutants,	  both	  experimentally	  and	  with	  MD	  
simula7on.	  
	  
The	  ques7on	  is,	  what	  structural	  changes	  are	  present	  in	  the	  mutant	  
protein,	  that	  would	  change	  the	  conforma7on	  or	  flexibility	  so	  much	  
it	  would	  readily	  bind	  to	  another	  TIR	  while	  the	  wildtype	  would	  not.	  
	  
	  



Protein	  MD	  in	  prac7ce	  

ANALYSIS	  -‐	  visual	  
	  

	  

	  

VMD	  	  

PyMOL	  

Chimera	  
	  
	  



Protein	  MD	  in	  prac7ce	  

ANALYSIS	  –	  structure	  

	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
Computed	  B-‐factor	  or	  Temperature	  factor	  –	  indicator	  of	  thermal	  mo1on	  about	  an	  atom.	  
	  



Simulation of enzymatic reactions is not easy	

and requires QM/MM approaches.	

	  

The hybrid QM/MM (quantum mechanics/molecular mechanics) approach is a 	

molecular simulation method that combines the strength of both QM (accuracy) 	

and MM (speed) calculations, thus allowing for the study of chemical processes in 	

solution and in proteins. 	

The QM/MM approach was introduced in the 1976 paper of Warshel and Levitt.	

	

Warshel, A; Levitt, M (1976). "Theoretical studies of enzymic reactions: Dielectric, 
electrostatic and steric stabilization of the carbonium ion in the reaction of lysozyme". 
Journal of Molecular Biology 103 (2): 227–49.	

	

	

http://en.wikipedia.org/wiki/QM/MM	
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Leonor	  Michaelis	   Maud	  Menten	  

	  
L.	  Michaelis	  and	  Miss	  Maud	  L.	  Menten	  (1913),	  "Die	  Kine7k	  der	  Inver7nwirkung",	  	  
Biochem	  Z	  49:	  333–369	  



What are the factors responsible for 
enzyme catalysis?	

	

Linus Pauling rationalized the nature of enzyme 
catalysis by more favorable solvation of the 
transition state than the reactants, relative to the  
situation in aqueous solution. As solvent he 
considered enzyme environment. 	

	

Arieh Warshel recognized the praeorganized	

electrostatics as the only relevant factor for	

enzyme catalysis.	

	

Therefore transition state analogs should be 	

excellent inhibitors.	

	  



Praeorganized electrostatics means that polar and ionizable groups 	

(some are ionized !) around the transition state are organized in a way that they 	

stabilize (=solvate) transition state better than the reactants. Water molecules	

are not allowed to enter in significant numbers.	  
	  



QM/MM	  



It	  is	  essen7al	  to	  determine	  the	  protona7on	  
states	  of	  the	  ionizable	  residues	  

Arieh	  Warshel,	  University	  of	  Southern	  California	  



Monoamine	  oxidases	  metabolize	  neurotranmiLers	  dopamine	  and	  serotonin.	  
Rate	  limi7ng	  step	  is	  abstrac7on	  of	  hydride	  from	  methylene	  group.	  	  
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• Reference reaction in water 



Miha’s movies 



Serotonin Decomposition 
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Serotonin Decomposition 

Environment    Activation free energy (kcal/mol) 
 
Gas phase                    30.9± 0.5  
Water                           24.3± 0.8  
Enzyme                       13.6± 0.7 
 
MAO A provides 10.7 kcal/mol to catalysis 
Matej Repič,a# Miha Purg,a# Robert Vianellob and 
Janez Mavri a,c*, to be submitted 2014 
 



Effects of Point Mutations 

Aroma7c	  cage	  is	  essen7al	  for	  catalysis	  
	  

Double	  muta7on	  of	  Tyr	  prac7cally	  
deac7vates	  the	  enzyme	  .	  

	  
Muta7on	  Tyr444Phe	  lowers	  the	  rate	  
for	  factor	  of	  15	  (exp.	  value	  is	  120).	  	  

	  



	

We can predict effects of point mutations on MAO A	

reactivity.  This  has  clinical  significance  for 
understanding depression, manias e.g. warrior gene.	




Perspectives 
 
Clinically relevant point mutations 
 
Design of novel reversible inhibitors based on the transition state structure 
(Achieving MAO A/MAO B selectivity will be very demanding task !)  
 
Calculation of H/D kinetic isotope effect for MAO B 
 
Chemical step of MAO inhibition needs to be addressed by QM/MM 
methodology 
 
Simulation of deamination step  
 
Simulation of oxidative half-reaction 
 
Work in progress: MAO A catalyzed decomposition of 
noradrenaline and substituted benzylamines 
 
 
 



Beware of improper models 
 

Dynamical and other esoteric effects do not 
contribute to catalysis. 



hLp://roseLadesigngroup.com/blog/649/is-‐dynamics-‐the-‐missing-‐link-‐for-‐understanding-‐enzyme-‐catalysis/	  

2010	  
Is	  dynamics	  the	  missing	  link	  for	  understanding	  enzyme	  catalysis?	  
	  
How	  do	  enzymes	  catalyze	  reac7ons?	  There	  are	  countless	  answers	  of	  course,	  but	  one	  answer	  that	  has	  
gained	  much	  aLen7on	  and	  popularity	  in	  recent	  years	  is	  –	  through	  intrinsic	  dynamics.	  Is	  that	  so?	  PNAS	  
recently	  published	  a	  paper	  by	  Arieh	  Warshel	  en7tled:	  “Enzyme	  millisecond	  conforma7onal	  dynamics	  
do	  not	  catalyze	  the	  chemical	  step”.	  Warshel,	  an	  avid	  assailant	  of	  the	  coupling	  between	  dynamics	  and	  
catalysis	  was	  met	  by	  Mar7n	  Karplus,	  devoted	  advocate	  for	  cataly7c	  dynamics,	  to	  engage	  in	  a	  public	  
dispute	  over	  the	  leLers	  sec7on	  of	  PNAS.	  Who	  do	  you	  find	  more	  convincing?	  



 
 
 

 
 

Tunneling	  is	  	  change	  of	  the	  probability	  density	  at	  the	  region	  of	  the	  barrier	  rela7ve	  
to	  the	  classical	  treatment	  of	  the	  par7cles	  due	  to	  quantum	  nature	  of	  their	  mo7on.	  
	  
For	  chemical	  reac7ons	  this	  means	  effec7ve	  increase	  of	  the	  probability	  density	  at	  the	  barrier	  
region	  giving	  rise	  to	  lowering	  of	  the	  barrier	  in	  terms	  of	  free	  energy	  and	  increased	  rate	  of	  crossing.	  
	  
Tunneling	  is	  not	  a	  dynamical	  phenomenon	  and	  is	  	  perfectly	  compa1ble	  with	  the	  transi1on	  	  
state	  theory.	  Technically	  speaking	  it	  can	  be	  calculated	  also	  by	  Monte	  Carlo	  methodology.	  	  	  

Dynamical	  effects	  are	  devia7ons	  from	  the	  transi7ons	  state	  theory	  due	  to	  barrier	  recrossing.	  



Take	  home	  messages:	  
	  
Currently,	  classical	  molecular	  dynamics	  of	  hydrated	  proteins	  is	  possible	  	  	  
using	  regular	  PCs	  (using	  both	  CPU	  and	  GPU)	  and	  free	  soKware	  on	  	  
a	  7me	  scale	  of	  hundreds	  of	  nanoseconds.	  
	  
One	  can	  gain	  atomic	  level	  insight	  into	  structure,	  stability	  and	  dynamics	  
of	  hydrated	  proteins.	  It	  is	  possible	  to	  add	  addi7onal	  environment	  
complexity	  by	  including	  membrane,	  counterions	  	  and	  nucleic	  acid.	  
	  
Ligand	  binding	  affinites	  can	  be	  simulated	  by	  using	  free	  energy	  calcula7ons.	  
	  
Studies	  of	  chemical	  reac7vity	  needs	  applica7on	  of	  QM/MM	  methods.	  	  
	  



Arieh Warshel, 
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Without these fine coworkers computational enzymology in our laboratory would not be	

on the same level.	
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